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1. Download the dataset from the course website. The dataset is a text file with a number of
data samples, one per line. Each line has the following structure:

xi yi Ci,

where (xi, yi) ∈ R
2 and Ci ∈ {0, 1, 2}.

2. Use a portion of the dataset (80% of the samples) to estimate the parameters of a bivariate
Gaussian distribution for each class.

3. Write a program that calculates the discriminant function for each class, taking into account
the possibility of rejection with a cost λ and cost 1 for misclassification ([Alp04] Eq. (3.10)).

4. Draw the discriminant functions showing the boundary for each class and, implicitly, the
rejection area.

5. Classify the rest of the dataset that was not used for training, using a classifier based on the
discriminant functions. Evaluate the results.
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