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Consider the following multilayer neural network, with inputs z1,...,z,:

The dynamics of the network is given :
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The loss function to minimize is:

Ey(w) = —rlogy’ — (1 — ) log(1 — y")

Since we are going to use gradient descent our problem is to calculate the
gradient g—gﬁ for every i.


http://dis.unal.edu.co/~fgonza

For this we will consider a more general situation for an internal neuron z;,
which is in layer n of a multilayer neural network:
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The strategy is to express the gradient in terms of two quantities that allow
an easy and efficient calculation:

0E, _ 9E, da,
8wji o 8aj 8wji

This is a direct application of the chain rule. The first term is called:
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and the second is just z; since:
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So
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z; is calculated when we forward propagate samples through the net. For

calculating d; we will derive a rule. Before doing this we first need to remember
the generalized (or multidimensional) chain rule (GCR):
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Now we can proceed. We are considering neural networks organized in layers.
If neuron z; is in layer n, the neurons 21, ..., 2, ..., zn, are in layer n+1. Notice
that in general
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for some function f. Applying the chain rule:
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This gives us a rule to calculate ¢ in layer n with base in values from layer
n — 1. This is illustrated by the following diagram:

In this case, the § values are propagated backwards, or back-propagated.
This is where the name of the method comes from.



The backpropagation algorithm is formulated as follows:

1: Initialize w

2: for n = 1 to num epochs

3: for all ‘€ D

4: Forward propagate zt through the network
to calculate the a; and z; values

5: Calculate §, = %
for all the outp&t neurons
6: Backward propagate §; values
8j = '(a;) 3okl Svwe;
7: for all wj; €w
8: iji — 532’,
9: Wi <= Wj; — nnAwﬂ

For our original example:
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