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In this work we create and evaluate a model for text summarizing. It &
synthesize the main ideas of a movie and build plots from either
subtitles or its scripts. We use some new approaches made on new
forms of language models, word embeddings, transformers, also
autoencoders and autoregressive language modeling using the
XLNet network.
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Introduction

One of the hardest tasks in natural language processing is text
summarization. This task is not easy since there are several
elements that influence the generation of summaries such as the
structure of the document that is being summarized, the topics it
addresses, etc. It is not only necessary to find suitable ways to filter
the information of importance of a document, but also that the
resulting summary has coherence and cohesion.
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Autoregressive transformer models such as GPT, XLNet among
others are the state-of-the-art for Language Modelling and have
been proven to show nice results in task such as text generation,
but they can also be used to model problems related to Seq2Seq
text generation which includes text summarization.

Twilight

actual: Bella Swan has always been a little bit different. Never
one to run with the crowd, Bella never cared about fitting in
with the trendy girls at her Phoenix, Arizona high school. When
her mother remarries and Bella chooses to live with her father
in the rainy little town of Forks, Washington, she doesn't expect
much of anything to change. But things do change when she
meets the mysterious and dazzlingly beautiful Edward Cullen.
For Edward is nothing like any boy she</s>

Methodoloc

Usually when we talk about summarizing, we have two approaches:

: : : . . Text generated: A young woman and her boyfriend-<unk><unk> my blood-<unk> set out
« Extractive Summarization: It uses the saome words available in the as they do their normal everyday routine but don't have the blood to give birth. They
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flexible enough because they can't use new words to paraphrase. Network novelist purposedad Ward THE Homeland rule sauce curb Su Loos
COPYRIGHT Dawson quantityhl assistance 10 Madison thought Levine defence
« Abstractive Summarization: The main difference with the extractive

text method is that we can generate new phrases not necessarily Lee Mack: Live PP——
taken directly from the text. This means that the text generated is :
more cohesive and human-readable. actual: Lee Mack performs live stand-up comedy at London's
Bloomsbury Theatre.
Both approaches have their pros and cons and might suit better for Text generated: The British-born author of <unk>YING
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Documentaries Based on Subtitles and Scripts work finds that the
best performing algorithm in the set that they study is Latent

Semantic Analysis LSA, a technique in Natural Language Processing D ISCUSSION

NLP that analyzes the relationships between the terms in the

documents. As we can see from the results, the texts generated are quite
interesting. Even if they dont capture the summary of the movie, they
do start in a fashion similar to what one would expect from a
- . summary. Another thing we noted is that the text generated after the
begining might not be quite related to the original text, and this
th)] h® might happen for several reasons, such as the fact that the
pretrained model was probably pretrained over wikipedia/news
articles.
mem (V) ht"
Conclusions
mem (%) Xy . . .
Factorization order: 3> 2 > 4 > 1 Factorization order: 2 > 4> 3 > 1 e One of the things we noticed is that probably the way the

model captures the information could be improved, because
we just handled an small amount of permutation matrices. We
consider that it might be important to let the model train
more time and try with other configurations like for example
combining both subtitles and scripts, but we are really
constrained by the amount of computing we can perform with
the resources we have available.

o [ext summarization has advanced greatly in the latest years
with the creation of models that can handle large amounts of

X4 text and perform operations efficiently. This is the case of

Fisckothation o 1-944-% 2 5% Fackotiation ondersd 3 353449 transformers, which have outperformed more traditional
FIgL. 1lUSTration OT the permutation language moadeling objective Tor predicting models such RNN in these kind of tasks.
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