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Painter Classification using Deep
learning

"l‘g‘:® The approach is to use transfer

b learning technic, we use a base model
which was pre-trained with a specific
architecture. As base model three
different pre-trained models were |
used, Resnet50, InceptionV3 and BaseMode
InceptionResnetV2, all of them are

Introduction:

This machine learning project seeks to develop a neural

network model that can distinguish the author of a given _ Jimmy Pulido Laura Santos | EEIGIETE convolutional  image  recognition
painting from a defined list of painters. For this task, the Best jiapuligogr@ural.eay.co Ibsantosg@unal.edu.co Jschavesr@unal.edu.co neural networks model, trained using .
the  ImageNet  dataset.  The [i’e,‘“—l

Artworks of all time Dataset will be used, which consists of a :
output layer is a vector of 40 Batch_Normalization(512)

positions, each one represents the
probability of the painters to be the

I
author of a given image.
Y

Batch_Normalization{128)

set of artworks labeled with their respective author. The aim

Activasion(relu)

Is to carry out several tests with different architectures in

order to establish a model that can correctly perform the GueSS the artlSt...

classification.

The dataset was divided into test and
training set using a proportion of 70% Actvation(rel)
- 30% respectively. From the training

partition, is taken 10% of the data as

the validation set. This partition seeks

to been able to test the model with

unseen data, and so to generate

unbiased results while testing the test

set

Example of a painting classification:

Actual artist = Paul Gauguin o :
Predicted artist = Paul Gauguin

Prediction probability = 92.08 %
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Results Results
All the three models were tested using the same training/test set. | 0
To test the model tree different approaches were used: Res netS O Sd rCh |teCtU re
efop 1: A result is consider to be correct just if the real author of
the painting corresponds to the artist with the highest probability ; - - . S . S . oo p N ¢ \ Erodieed et “Hida e

in the output vector of the model.

efop 3 and Top 5: Aresult is consider to be correct if the real author
of the painting is found in the artists with three or five highest
probabilities of the output vector of the model, respectively.
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3x3 conv, 256
1x1 conv, 2048
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3x3 conv, 256
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3x3 conv, 512

O
LO
N
>
c
O
(&
-—
X
~—

7x7 conv, 64/2
1x1 conv, 64
3x3 conv, 64
1x1 conv, 256
1x1 conv, 64
3x3 conv, 64
1x1 conv, 256
1x1 conv, 64
3x3 conv, 64
1x1 conv, 256
1x1 conv, 512
1x1 conv, 128
3x3 conv, 128
1x1 conv, 512
1x1 conv, 128
3x3 conv, 128
1x1 conv, 512

Resnets( InceptionV' 3
| Description | Precision ‘ Recall | Fl-score | | Description | Precision | Recall | Fl-score |
Top 1 (.66 (.70 (.68 (.60 (.65
Top 3 085 | 0.86 0.85 | 0.80 | 0.83
Top 5 (.90 (hL491] 0.91] ' 0.87 | 0.89

Size:112 K

cfgl0] blocks

cfgl1] blocks

cfe[2] blocks

cfgl3] blocks

Actual artist = Diego Rivera
Predicted artist = Diego Rivera

Prediction probability = 39.98 %

InceptionkEesNetV?2
Description | Precision | Recall | Fl-score
~ Top | 0.67 | 0.70 0.68 |
Top 3 0.84 | 0.86 0.85
Top 5 (0.90) (0.90) (.90




