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INTRODUCTION

Anomaly detection (AD) is a
fundamental problem in a wide
variety of fields including banking,
cybersecurity, manufacturing, system
management and medicine. Density
estimation is at the heart of anomaly
detection, regardless of whether the
data is high dimensional or not.

Density estimation is a statistical task
that involves constructing an estimate
of the true probability density
function (PDF) which generated a set
of observations. Two possible use
cases for density estimation are:
assuming if the data comes from a
proposed parametric model or
employing a non-parametric model
approach.
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METHOD

We call 𝑓𝑝 the DMKDE estimator. A threshold δ ≥ 0 is defined for

the density of a new sample which will say if it has such a lower
value in order to be classified as an outlier. Formally, a new

sample x ∈ ℝᵈwill be an outlier if 𝑓𝑝 𝑥 ≤ δ, otherwise it will be

an inlier.

OC-SVM: Use the mathematical formulation of Support Vector
Machines for the unsupervised imbalanced data classification
problem. The main idea is to estimate a function that returns
the value +1 in a region that captures all the inlier data points
and −1 everywhere else by mapping the data on a kernel
induced feature space and divide them with a maximum
margin. For any new point that we want to classify, we simply
return 𝑓(𝑥) as the evaluation of the side of the hyperplane the
point falls on the feature space. The separation of the data
points in the feature space follows the following quadratic
optimization problem:

DATASETS

KDDCUP: The KDDCUP data set from UCI Machine Learning
Repositor is a network intrusion data set. We use one-hot
representation to encode them and obtain a 122-dimensional
data set. As 20% of them are marked as normal and others are
labeled as attack, and normal samples make up a small
percentage of the total. As a result, we classify normal samples
as anomalies in our experiment.

NORMAL: We generate a classical example in statistics which
consists of a one-dimensional normal standard sample and
generate a portion of anomalies outside 3𝜎 region using an
uniform distribution.

BETA: In this case we generate inlier cases using a one-
dimensional normal standard distribution, and outliers in this
case represent two samples of a displaced Beta distribution.

RESULTS

Results of the methods with accuracy, 𝐹1, recall and precision:

The purpose is to see how effective Kernel Density Estimation
using Density Matrices is at recognizing anomalies by using as a
binary classifier. We compare it against other algorithms which
are used in practice for detecting anomalies as a binary
classification problem.
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The overall DMKDE process.

Average precision, recall and 𝐹1 from DMKDE and all baselines. For each metric, the best result 
is shown in bold.

Confusion matrix of OC-SVM on BETA data set. Confusion matrix of OC-SVM on NORMAL data set.

Confusion matrix of LAKE on KDD data set. Confusion matrix of DMKDE on BETA data set showing a 
perfect score on detecting outliers.

LAKE: Layer-constrained variational autoencoding kernel
density estimation model for anomaly detection from high
dimensional datasets, is a probability density-aware strategy
that learns a probability density distribution of the high
dimensional data in the training process that can effectively
detect abnormal objects in the testing.

An overview on layer-constrained variational autoencoding kernel density estimation model.

VIDEO LINK: https://youtu.be/AwpQhPBnqxQ

https://www.sciencedirect.com/science/article/pii/S0950705120301635
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