
Practice Problems 6

Machine Learning

Given a training datasetD = {((2, 3), 1), ((1, 1), 1), ((1.5, 2), 1), ((4, 2),−1), ((3.5, 1),−1), ((2, 0),−1)}

1. Train a SVM in scikit learn (use the class SVC).

2. From the trained model get the parameters learned: the α coefficients, the support vectors
and the intercept.

3. Define a discriminant functions in terms of the parameters of the model. Apply the function
to the training samples. Verify that the function evaluated over the support vectors produce
the right values.

4. Calculate the value of w.

5. Calculate the magnitude of the margin.

6. Plot the training data, the discriminant function and the classification boundary with the
corresponding margins.
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